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intentions and values. This paper explores how human 
biases may affect people’s perceptions of AI developments 
and risks from advanced AI. Throughout this paper, the gen-
eral term ‘advanced AI’ refers to AI systems with narrow or 
general capabilities matching or surpassing those of humans. 
The term artificial general intelligence (AGI) refers to the 
more specific milestone where an AI system has general 
capabilities exceeding those of the average human across 
nearly all domains. We focus on how AI developers, safety 
researchers, and policymakers may be prone to biases and 
potential effects on their prioritization of resources and deci-
sion-making in contexts relevant to safety and alignment. 
Remedies and future research suggestions are explored.

Over 200 human behavioural biases have been identified 
[2], although the research lacks parsimony [4]. To list a few 
issues, there are different names for the same biases, it is 
unclear which underlying processes give rise to them, and a 
systematic, scientific way to cluster them is lacking. There 
are lists of biases, but the big picture of how they connect is 
unclear as the interrelations between biases remain largely 
unexplained [5]. Cognitive biases are sometimes clustered 
based on the heuristics that are thought to give rise to them 
[6], or levels of the social sphere (e.g., individual, interper-
sonal, and intergroup levels), or as arising from various psy-
chological needs such as cognitive closure, self-esteem, and 

1 Introduction

Cognitive biases are ‘cases in which human cognition reli-
ably produces representations that are systematically dis-
torted compared to some aspect of objective reality’ [1, 
p.968]. Political biases are systemic influences within social 
systems. Cognitive biases and political biases can be con-
sidered the joint sources of behavioural biases, which are 
reliable patterns of suboptimal or irrational decision making 
[2].

With the rise of AI developments and AI experts iden-
tifying concerning possibilities of catastrophic outcomes, 
including human extinction this century [3], it is worth 
thinking about how human biases could lead to inaccurate 
representations and suboptimal or harmful decisions that 
undermine the ongoing global project of aligning these 
cutting-edge technological developments with human 
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social belonging [7]. A comprehensive review and scientific 
classification of biases is still missing. For this analysis we 
selected the most important biases related to advanced AI 
based on perceived relevance to alignment.

Eliezer Yudkowsky reviewed more than a dozen biases 
that could have devastating consequences in the context of 
assessing and responding to catastrophic risks [8]. Errors 
in judgment could be catastrophic in decisions that can 
drastically affect humans and other sentient beings. Further 
research on bias reduction and elimination in high-stakes 
contexts would be highly beneficial to ensure a safer future.

This paper extends Yudkowsky’s work by covering a 
more extensive list of relevant biases and specifying how 
they could affect judgments in relevant contexts, with exam-
ples. We also cover associated remedies, including those 
from more recent research, and how they could be applied 
to the alignment of advanced AI in the coming years. Spe-
cifically, we address how AI developers, governance/policy 
teams, and the general population may exhibit biases in 
the context of AI developments leading up to and beyond 
AGI. This includes the general public’s perception of AI-
related risks, opinions on prioritization of resources, and 
decision-making or propensity to action. Based on the most 
potentially relevant biases identified, we suggest empirical 
studies to determine whether these biases apply as predicted 
in given contexts, as well as remedies that could potentially 
counter these biases in high-risk, high-impact contexts. 
Each section covers one bias and after a brief description, 
follows this general content format (in paragraph form):

 ● Potential effects on a person’s perception of AI 
developments

 ● Potential effects on a person’s perception of risks associ-
ated with advanced AI

 ● Potential effects on a person’s prioritization of resources 
and propensity to action (decision-making), especially 
in the contexts of AI development, safety, and gover-
nance work

 ● Potential remedies
 ● Future research suggestions, including ways to test pre-

dictions of how biases could apply in relevant contexts

Remedies can be classified in four categories: broadcast, 
personal communication, information consumer remedies, 
and information system remedies. Broadcast remedies refer 
to ways that governments and NGOs can present informa-
tion in ways that help their audiences reduce bias in their 
thinking. Personal communication remedies are similar, 
except the suggested actions focus on how other individuals 
can account for an audience’s bias. Information consumer 
remedies are actions that people can take to reduce their 
own bias as they receive information. Finally, information 

system remedies are debiasing strategies implemented in 
decision-making structures, including decision-support 
systems and ways to present data within these systems. AI 
organization leaders, project coordinators, managers, and 
people working on improving institutional decision-making 
are probably best positioned to implement information sys-
tem remedies at scale, though other workers may also be 
able to implement and test them in their workflows.

Throughout this paper, we will focus on information 
consumer and information system remedies that could be 
beneficial to the general public, AI developers, and policy-
makers in the context of improving the quality of reason-
ing and decisions related to AI safety and alignment. For 
an overview of broadcast and personal communication rem-
edies, Lewandowsky et al. [9] provide an excellent graphi-
cal summary of findings on solutions to address common 
misinformation effects. Further research could investigate 
how broadcast and personal communication remedies can 
best be applied in AI safety and alignment contexts. For 
example, reducing bias in media and conversations could 
help bridge the gap between views on AI.

2 Methodology

This literature review involved consulting lists of human 
biases relevant to AI safety and alignment from multiple 
sources, including papers on biases in change management 
[10] and project management [2], as well as the Decision 
Lab’s list of cognitive biases [11], and Yudkowsky’s work 
on biases in existential risk contexts [8]. We selected biases 
that could influence how individuals and institutions per-
ceive and think about unprecedented catastrophic risks from 
future AI advancements. This initial exploratory approach 
allowed for the identification of biases that might shape AI 
governance, risk perception, and decision-making in align-
ment contexts.

Following this broad survey, we conducted a targeted lit-
erature review on select biases and their remedies. As the 
research progressed, we refined the selection of biases by 
removing those for which we found less convincing evi-
dence or could not identify meaningful examples to establish 
clear relevance to AI safety. This iterative process resulted 
in a curated analysis of biases that are more theoretically 
robust and practically significant for AI safety discourse.

To improve readability and organization following 
reviewer feedback, we used Claude 3.5 Sonnet (an AI lan-
guage model) to assist with copy editing the structure of 
bias mitigation sections. Specifically, this editing involved 
reformatting text to include clear topic sentences introduc-
ing types of remedies (individual vs. systematic), while 
maintaining all original content, citations, and evidence. 
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The AI was used solely for readability improvements and 
formatting changes, with no generative editorial work or 
autonomous content creation. Both authors reviewed and 
verified that the restructured sections accurately reflected 
the original work. We also used ChatGPT (another AI lan-
guage model) to help identify and correct minor typographi-
cal errors.

3 Human biases applied to AI contexts

3.1 Availability heuristic

The availability heuristic is the tendency to consider infor-
mation that is readily available to the mind when making 
judgments [6].

The information available to people when they think 
about AI could lead to biased perceptions of AI develop-
ments. For example, if people have recently watched a 
movie about killer robots destroying the world, they might 
be more likely to perceive AI developments as dangerous, 
and vice versa if they instead watched a movie that depicted 
AI through an extremely positive lens.

The illusory truth effect (also known as the availabil-
ity cascade) is the tendency to believe information that 
is repeated multiple times, even when it contradicts prior 
knowledge [12]. People tend to underestimate the effect of 
this bias, especially on themselves [13].

People are likely to perceive information about AI 
developments as true if it regularly shows up on their news 
feed, social media feed, or in day-to-day conversations. 
For instance, if people see many headlines about existen-
tial risks from AI, they may think that AI poses an existen-
tial risk, regardless of whether the information is based on 
evidence or expert opinions. If individuals are constantly 
exposed to bad news and doomsday predictions of AI devel-
opments, they may believe AI is more dangerous than it is. 
Conversely, if companies repeatedly assert and advertise 
that their products are robustly tested and safe to use, people 
could come to believe that instead, regardless of whether 
there are good reasons to think it is disinformation. In any 
case, seeing repeated information about AI and the risks 
of advanced AI may lead to individuals misjudging which 
issues are most pressing and how to allocate resources opti-
mally to achieve desired outcomes.

In the context of existential risks, including those poten-
tially associated with advanced AI, the availability heuristic 
might lead to underestimating unprecedented global risks as 
no one can recall an event that has led to the extinction of 
humanity [8]. Availability could negatively affect the deci-
sions of teams of AI developers or policymakers if they only 
consider options that are immediately available to memory 

or obvious in a given context, failing to consider unprec-
edented outcomes. These people may have some initial 
ideas of how AI might lead to poor outcomes based on past 
experiences and knowledge, but they might fail to consider 
that these outcomes are not necessarily the most relevant or 
likely to occur. They might only act on ideas or plan for out-
comes that came to mind initially, giving less consideration 
to other equally or more relevant outcomes. For example, 
if a product has some obvious potential harms that need to 
be addressed before launch, teams of developers might set 
narrow goals around these issues but fail to set safety goals 
broad enough to capture other harms worthy of prevention. 
This can lead to suboptimal strategic planning and resource 
allocation.

If there is a strong emotion associated with certain 
events, these events will be recalled more easily [14]. For 
example, the headlines “AI Detects Disease Faster” or 
“Killed by Generative AI” might be emotionally arousing 
and remembered more easily than neutral information. This 
is known as the affect heuristic. If people are asked about 
how dangerous they think AI developments are, their judg-
ments of the commonness and probability of mishaps will 
likely rely more heavily on this salient remembered infor-
mation, including emotionally arousing memories, than 
other events. This could partly explain the polarized views 
on AI in the general population and among AI experts. Peo-
ple evaluate equal negative outcomes differently depending 
on the cause and its associated emotional valence, which 
makes it harder to accept cost-benefit analyses [14]. This 
means that if the same negative outcome occurs as a result 
of two different AIs, one with positive valence and one with 
negative valence (in someone’s mind), risk perception and 
concerns will likely be higher for actions and consequences 
caused by the AI associated with the negative valence.

Multiple strategies can mitigate the influence of the 
availability heuristic and related illusory truth effects. A 
first remedy is to intentionally consider more options than 
the ones that initially come to mind when deciding what to 
work on or which solutions to implement. Generating more 
options is recommended in high-stakes contexts because the 
availability heuristic can lead to considering too few options 
before committing, which is a common, limiting mistake 
[15]. Thinking of only a few initial ideas to solve a prob-
lem before starting to work on an issue can lead to miss-
ing the opportunity to think of much better options (design 
fixation). In contrast, generating a longer list of possibilities 
or solutions before narrowing them down to make more in-
depth evaluations is a low-cost option with high potential 
benefits, especially in the context of innovative projects that 
have a high potential for negative or positive impact.

Using carefully selected data in analyses while avoid-
ing information overload can lead to better strategic 
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much weight to assign to potential risks or benefits. In deci-
sion-making contexts, if important options or arguments for 
or against options are stated at the beginning or end of a 
communication, they are more likely to be remembered and 
acted upon.

Systematic reordering is an information system rem-
edy for order effects. For example, changing the order of 
items in a list such as names of candidates on voter bal-
lots can systematically cancel out the emphasis on the first 
and last items [18]. This remedy could be applied to recom-
mender algorithms for videos or reading recommendations 
on websites designed to disseminate AI safety and align-
ment content to help learners form accurate opinions about 
AI safety and risk mitigation (e.g., a list of proposed tech-
nical solutions to specific AI safety concerns on a website 
or recommended sources for students to learn more about 
an area). Moreover, those who write reports in the gover-
nance space could present lists of options in a different, 
randomized order to each policymaker or board member 
involved to reduce the influence of order effects in collec-
tive decision-making.

To test whether primacy bias applies in this way in the 
context of AI perception, researchers could ask research 
participants in what context they first and last heard of the 
possibility of advanced AI, as well as instances in between, 
and rate them on a scale of most negative to most positive, 
then assess whether the first and last instances are more pre-
dictive of their current perception ratings of AI trajectories. 
It might also be worth investigating whether this perception 
influences people’s likelihood of taking concrete actions 
such as sharing news articles, promoting or discouraging 
various tools at work, donating to AI safety initiatives, or 
voting for political representatives who prioritize AI safety 
issues.

3.2 Representativeness heuristic

The representativeness heuristic is a mental shortcut that 
involves relying on a prototype of a given situation when 
making a probability judgment under uncertainty [6]. Simi-
larly to the availability heuristic, using the representative-
ness heuristic can lead to a restricted view of the landscape of 
possibilities, thus biasing judgments and decision-making.

When thinking about AI developments, people may rely 
on an example of AI to make judgments about develop-
ments in the whole field. For instance, if mishaps related to 
algorithmic bias make the news more than other mishaps for 
a given period, people might use this type of issue to repre-
sent problems associated with AI developments generally. 
This failure to account for progress and issues in various 
subfields and subprojects leads to an unrepresentative pic-
ture of the whole field, which leads to certain issues getting 

decision-making [10]. Decision-makers such as team man-
agers or AI safety researchers are susceptible to the avail-
ability bias in the pre-analytical steps of choosing which 
analyses to conduct and what data to collect. Thus, this rem-
edy could prevent the failure to identify more pressing risks 
or more promising research avenues. This remedy applies at 
the information consumer and system levels. For example, 
individual researchers or policymakers can think of many 
ideas before committing to a project, or an organization 
can require that teams of AI developers document multiple 
potential risks before selecting which capabilities or safety 
mechanisms to work on.

Individual and systemic remedies could also prevent or 
reduce illusory truth effects (such as availability cascades). 
First, in high-stakes decision-making contexts, people 
should avoid exposure to repeated, uncertain, or false facts. 
Fact-checking and related epistemic health practices can 
be applied at the information consumer and system levels 
given that information pools can be contaminated. Large 
amounts of misinformation or disinformation is known as 
epistemic flooding. Fact-checking, however, is costly [16].

Moreover, information consumers or platform managers 
can use systematic reminders to send debiasing reminder 
messages. For instance, warning people that the information 
they are about to receive could be misleading can reduce 
misinformation effects [9] (broadcast and information sys-
tem remedy). Similarly, a study by Pennycook et al. [17] 
suggests that reminding people to consider whether infor-
mation is true improves their assessments of the informa-
tion’s accuracy.

Finally, to prevent illusory truth effects in the general 
population, social media platforms or add-ons could track 
how many times a user has seen posts with similar messages 
and provide the option to reduce the number of times the 
algorithms show posts with repeated messages in the future 
(broadcast and information system remedy).

3.1.1 Order effects: primacy and recency

Serial position effects, such as primacy and recency, are 
order effects associated with the availability heuristic. Pri-
macy bias refers to people’s tendency to remember the first 
part of an event or the first item in a series better than other 
parts in the middle. Similarly, recency bias is the tendency 
to recall the last part of an event or list better [18].

People may be more likely to remember the informa-
tion they received the first time they heard about current 
AI developments or the possibility of advanced AI, and this 
first impression may disproportionately affect their per-
spective. People’s judgments of their first and most recent 
encounters with AI (e.g., on the news, in movies, or at work) 
might disproportionately influence their judgment of how 
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3.2.1 Base rate neglect

One bias that was originally thought to arise from the rep-
resentativeness heuristic is base rate neglect [20]. It refers 
to the tendency to ignore given information about the base 
rate frequency (also known as prior probability) of an event 
when judging the probability of outcomes. A more accurate 
conclusion based on later reviews is that participants tend 
to underweigh base rates, rather than ignoring them fully 
[21, 22]. Experimental evidence also shows that people’s 
reliance on base rates changes based on the perceived trust-
worthiness of the base rate data [23].

As people hear about AI, for example, through conver-
sations, they may construct an idea of what it is based on 
their experiences, and use the representativeness heuris-
tic to make judgments and predictions. People may give 
more weight to a specific example of AI success or failure, 
neglecting less publicized but statistically significant risks 
or potential benefits, even if they are explicitly given those 
statistics. For example, when judging the probability of 
an AI project’s success, people might fail to consider the 
typical success rate of similar projects. People’s judgments 
of whether and when milestones (e.g., the creation of safe 
AGI) will be reached might not account for relevant base 
rates, such as the proportion of successful and unsuccess-
ful previous, similar attempts and the success rate of sub-
goals. This could lead to underestimating or overestimating 
the complexity of the challenges involved in reaching these 
goals as well as associated risks. Neglecting to take the 
prior probability of developments into account can lead to 
allocating more resources to less pressing issues and fewer 
resources to more pressing issues.

Information system remedies to reduce base rate neglect 
include visual and interactive approaches to probability 
representation. Experimental evidence from Roy and Lerch 
[24] suggests that using graphs as visual representations of 
probabilities can reduce base rate neglect and lead to bet-
ter judgments. Additionally, Hayes et al. [25] found that 
providing opportunities to draw samples from probabil-
ity distributions and offering causal explanations for false 
positives (a signal that something happened when in fact it 
did not) improved the accuracy of probability judgments. 
Adding visual representations of AI risk scenarios or threat 
models could help policymakers understand the quantifiable 
nuances of different situations. Moreover, interactive tools 
to draw samples from a probability distribution of AI devel-
opment trajectories could help teach students or practitio-
ners how to think about possible futures (e.g., in AI safety 
courses or training programs).

disproportionate attention and resources. For instance, if a 
policymaker only thinks of a commonly used large language 
model (such as the current free version of ChatGPT) while 
making judgments about the safety of AI developments gen-
erally, they would fail to consider risks from a wider range 
of AIs, including possible future developments leading up 
to and beyond AGI. AI policies are more likely to cover 
relevant areas and effectively prevent harm if governance 
teams can properly account for the wide range of differences 
across AI systems and organizations.

Multiple remedies can help mitigate biases arising from 
the representativeness heuristic in technological forecasting 
and AI development. A study of operations managers found 
that cognitive training involving making people aware of 
representativeness biases (with a definition and example) 
yielded a significant reduction of relevant biases [19]. This 
information consumer remedy addresses several specific 
biases that tend to arise from the representativeness heuris-
tic, including base rate neglect, insensitivity to sample size, 
misconception of chance, insensitivity to predictability, the 
illusion of validity, and the misconception of regression 
[6]. This remedy could be particularly valuable in AI safety 
and alignment contexts. For example, when making judg-
ments of risks and capabilities, individuals need to consider 
a sample of AIs that includes the most recent cutting-edge 
developments across subfields.

Information systems such as cognitive training programs 
for AI researchers and policymakers could also present the 
representativeness heuristic with examples of its influence 
on AI risk perceptions. Other systematic remedies for rep-
resentativeness bias in AI development focus on ensuring 
comprehensive consideration of reference classes when 
making judgments about technological progress. For gen-
eral forecasts about technological developments, AI devel-
opers might fail to consider developments outside of their 
subfield of expertise if they rely on an unrepresentative 
reference class. AI safety organizations could implement 
systematic processes for tracking AI progress with a repre-
sentative set of pre-established evaluations to avoid over-
weighing a subset of the capabilities relative to others in risk 
assessment and mitigation.

However, even with a representative sample of recent 
developments, outliers may not receive appropriate con-
sideration in forecasts or capabilities and risk assessments 
because the AIs with the most exceptional and advanced 
capabilities may have orders of magnitude more impact 
(positive or negative) than the representative cases. It is 
especially difficult to accurately depict predictable future 
changes when a new technology consistently yields small 
benefits but also has a small chance of creating dispropor-
tionately large harms that have not yet occurred (see Sect. 
3.4.1 for a deeper discussion of this issue).
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After an advanced AI-related outcome has occurred, 
there might be a tendency to believe that the outcome was 
obvious or inevitable. If a person mistakenly thinks that they 
have a track record of accurately predicting past outcomes, 
they might be overconfident in their ability to foresee future 
AI developments. As such, public perception and trust in 
emerging AI technology may be unreasonably influenced by 
past successes or failures.

For AI developers learning from past mistakes, hindsight 
bias may lead them to think that an alignment strategy’s fail-
ure was obvious and should have been avoided, resulting 
in harsh judgment of previous efforts, and potentially dis-
couraging similar innovative or risk-taking approaches in 
the future regardless of how much sense they made with the 
information initially available to make the decision.

On the governance side, hindsight bias might lead poli-
cymakers to focus on addressing issues related to outcomes 
that have already occurred, assuming these events were 
predictable and preventable. For example, policymakers 
might focus on implementing responsible AI policies and 
guidelines around known harms such as algorithmic bias. 
In hindsight, it may seem obvious that algorithmic bias was 
going to be an issue, so they might be surprised that noth-
ing was done about this issue in foresight. This perceived 
predictability of outcomes can lead to considering too few 
potential futures, risks, and solutions. Policymakers might 
fail to proactively anticipate other potential outcomes, such 
as global catastrophic risks associated with the race to AGI. 
They could also fail to consider and prepare for unforeseen 
challenges in AI. To avoid the dangers of having a reac-
tive approach to policymaking in the context of emerging 
technologies, it may be helpful for AI governance teams to 
anticipate a range of potential futures, many of which may 
be unprecedented and not easily inferred from past events 
[29].

Multiple information consumer remedies can help reduce 
hindsight bias in high-stakes forecasting and decision-
making contexts. One evidence-based approach involves 
maintaining foresight records of thought processes and pre-
dictions to consult after outcomes are known. Laboratory 
research has shown that providing participants with a list 
of their foresight reasoning significantly reduced hindsight 
bias [30]. Another effective strategy, particularly valuable 
in policy analysis contexts, is the consider-the-opposite 
approach where decision-makers explicitly explain plau-
sible alternative outcomes beyond what actually occurred 
[31]. These remedies could be particularly valuable for AI 
safety and alignment efforts where accurate assessment 
of past predictions and outcomes is crucial for improving 
future forecasting. For example, AI developers and safety 
or governance team managers could implement processes 
to keep track of foresight records of the reasons behind 

3.3 Clustering illusion

People tend to perceive patterns or associations between 
two variables in random data. This bias is the clustering illu-
sion. When interpreting random data, people’s subjective 
probability judgments don’t tend to align with probability 
theory, but some evidence suggests judgments align with 
the representativeness heuristic [26]. See the confirmation 
bias section for a similar discussion on the tendency to per-
ceive inaccurate patterns.

People might think they see a pattern in AI developments 
and make inaccurate predictions based on a series of events 
that appear consistent but in reality are largely dependent 
on highly variable factors. This clustering illusion can 
lead to inaccurate judgments of the possibilities of differ-
ent outcomes associated with AI developments, including 
highly beneficial or catastrophic ones. For instance, seeing 
nonexistent trends can give a false sense of security, and, 
as a result, people in charge of safety and governance may 
fail to identify the areas that need the most attention and 
resources. It could also give a false sense of danger from a 
coincidental series of mishaps, leading to similar resource 
allocation issues. Interpretability researchers or evaluators 
might see false trends in the internal working or external 
output of an AI system and waste time following intuitive 
but false leads.

The use of robust statistical tests is crucial to avoid this 
bias and correctly identify the presence of patterns of poten-
tially risky developments or successful safety efforts. To 
test the effectiveness of encouraging this strategy in various 
alignment-related contexts, study participants could receive 
basic statistical tools, training, and relevant example prob-
lems. They could then decide to use the tools or rely on their 
intuition to make judgments about AI-related trends from a 
dataset of random data, and then rate the accuracy of their 
judgments. If the perceived accuracy is closer to measured 
accuracy in the experimental group than in a control group 
who underwent non-statistical training instead, this would 
be evidence of awareness of bias. If the accuracy of people 
who decided to use robust statistical methods is higher than 
the accuracy of those who did not, this would suggest that 
using statistical tests is an effective debiasing technique in 
the relevant contexts.

3.4 Hindsight bias

Hindsight bias refers to people’s tendency to overestimate 
the probability of outcomes they believe have already 
occurred [27, 28]. It’s also known colloquially as the 
I-knew-it-all-along effect, and it might lead to overestimat-
ing the predictability of future events [8].
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participants about Black Swans through descriptions and 
example solutions before investment or planning tasks. 
Researchers could also examine how different experimental 
conditions affect remedy effectiveness, particularly compar-
ing scenarios where Black Swans are present in available 
datasets versus cases where they are not. For instance, stud-
ies could investigate participant responses to remedies (e.g., 
warnings, definitions, historical examples, or interactive 
probability modeling tasks) when told of expert predictions 
about low-probability risks (e.g., 2% chance of project fail-
ure) in cases where historical data show no failures due to 
small sample size or normal variation.

3.5 Conjunction fallacy

The conjunction fallacy refers to the mistake people make 
when they overestimate conjunctive probabilities [33, 34]. 
A conjunctive probability is the likelihood of outcomes 
occurring jointly (e.g., winning two separate bets). In an 
experiment, participants were given a description of a per-
son that was intended to be representative of feminists and 
unrepresentative of bank tellers. Participants were tasked 
with ranking statements in order of likelihood. 85% of the 
participants ranked the statement “Linda is a bank teller and 
is active in the feminist movement.” as more probable than 
the statement “Linda is a bank teller” [33]. This is incorrect 
reasoning because the former is a subset of the latter, so 
logically the latter must be more likely. A replication of this 
experiment found a similar effect, this time with a 58.1% 
error rate [35].

In the context of risks from advanced AI, an example of 
the conjunction fallacy would be to attribute a higher likeli-
hood to the possibility of company Z developing AGI than 
to the possibility of AGI being developed by anyone. The 
tendency to make this fallacy could lead to an irrational per-
ception of the distribution of AI safety concerns and sub-
optimal prioritization of resources in this space. In public 
governance contexts, if decision-makers implicitly rank the 
likelihood of “AGI will be created by company Z in the next 
century” higher than the likelihood of “AGI will be created 
in the next century”, for example, they may be more likely 
to implement policies and safety measures that target com-
pany Z rather than implementing general safeguards that 
apply to a group of existing and future companies (includ-
ing company Z).

To test whether this bias would apply to AI perception in 
this way, empirical studies could compare whether people 
believe specific AI developments and safety concerns are 
more likely to occur in conjunction with another statement 
or on their own. Even if people recognize that many out-
comes have to happen in conjunction (in other words, mul-
tiple things have to go right in a series of events) for safe 

decisions by default, including any predictions or forecasts, 
and to use those records after the plans have been imple-
mented to accurately reflect past thinking during learning, 
evaluation, and improvement processes (e.g., postmortems).

3.4.1 Black swans

Black Swans can be described as opportunities that are 
perceived to yield consistent gains but involve dispropor-
tionately large, low-probability risks that tend to be more 
obvious in hindsight after the occurrence of harm. The 
harms of Black Swans outweigh the benefits in terms of 
expected value over time. Investors often make decisions 
based on recent data without accounting for potential risks 
not visible in a dataset [32].

There are no uncertainty-free data to rely on when making 
predictions about unprecedented technological innovations, 
and this inherent variability can be seen as a risk. Advanced 
AI might seem like a great opportunity to improve the world 
(e.g., cure diseases, solve climate change), but the bet may 
not be worth it due to the possibility of extreme risks (e.g., 
loss of control, extinction). A series of AI developments 
could yield a streak of great outcomes, appearing as a stable 
trend, until a disastrous event occurs. A visible streak of 
consistent success may lead people to overlook or underes-
timate the potential risks from AI advancements. Investors, 
companies and governments could over-invest in these mis-
leading developments with too little caution before negative 
and unforeseen (but preventable) consequences occur.

Research suggests promising potential for information 
consumer remedies to improve awareness of Black Swan 
events, although significant research gaps remain. A labora-
tory experiment demonstrated that people’s learning about 
Black Swans followed a Bayesian probability model when 
confounding information and incentives were absent [32]. 
This finding suggests that under appropriate learning condi-
tions, both the general public and key decision-makers could 
develop better awareness of extreme risks from advanced 
AI. Creating clear reports or contexts free of confounding 
variables and incentives might be best for learning about 
Black Swans for AI forecasting and policymaking tasks that 
require foresight (e.g., generating a comprehensive list of 
valuable if-then commitments for what to do about power-
ful capabilities if or when they emerge and analysing the rel-
ative strength of proposed solutions). However, real-world 
implementation faces challenges due to the complex inter-
action of multiple factors and difficulty identifying which 
variables will affect target outcomes.

Future systematic research could help validate and 
improve Black Swan awareness remedies. Key areas for 
investigation include testing the comparative effectiveness 
of different training modules and tools, such as warning 
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conjunctive and disjunctive probabilities in AI-related sce-
narios, such as comparing judgments about “AGI will be 
created by Meta this century” versus “AGI will be created 
this century” or “Safe AGI will be created” versus “AGI 
will be created.” Additionally, research could evaluate the 
effectiveness of cognitive training and statistical tools in 
reducing these biases across different forecasting contexts.

3.6 Anchoring, adjustment and contamination 
effects

Anchoring bias refers to an overreliance on initial informa-
tion to make judgments under uncertainty [6]. Adjustment is 
the tendency to use a starting point as an anchor from which 
to adjust estimates of facts or probabilities [37]. People, 
including experts in a domain, exhibit a strong tendency to 
under-adjust from an anchor such as an initial guess or the 
first number stated in a negotiation.

For example, if a respected AI researcher says they think 
all jobs will be automated in X-Y (e.g., 5–7) years and other 
researchers hear this, they might be more likely to report 
estimates that are closer to the first numbers stated. The 
same could happen for estimates of risk levels associated 
with various AI developments. Risk and task complexity 
have been found to increase the anchoring effect in forecasts 
[38]. Under-adjusted expert estimates and biased forecasts 
could affect policymakers’ judgments of whether and how 
early to implement precautionary measures such as univer-
sal basic income to mitigate the social risks of large-scale 
job replacement, for example. AI developers could also 
over- or under-prioritize various safety measures based on 
anchored judgments.

There are several effective remedies for anchoring bias, 
but simply being aware of the potential influence of anchors 
is not one of them [39]. Adame [40] found that training 
modules involving generating several reasons why there is 
no relationship between the anchor and the target effectively 
mitigated the anchoring bias in an experimental setting. This 
is known as the consider-the-opposite strategy (information 
consumer and systems remedy). Monetary incentives have 
been found to reduce anchoring bias in forecasts (informa-
tion systems remedy) [38]. Echterhoff et al. [41] used an 
AI algorithm to reduce anchoring bias in tasks involving 
sequential decisions (information systems remedy).

Contamination effects refer to a set of general phenom-
ena in which problem-irrelevant information can affect cog-
nitive judgment. In other words, irrelevant information can 
amplify biases. For instance, tasks that take up cognitive 
resources (attention) can interfere with adjustment from an 
anchor, leading to less adjustment or corrections of judg-
ments [42].

AGI to be developed, they might tend to overestimate the 
probability that this will happen.

Conversely, people also underestimate disjunctive prob-
abilities-the probability of an outcome occurring at least 
once in a set of events-relative to conjunctive probabilities 
and individual outcomes [33, 36]. In an experiment, partici-
pants were asked to make bets on disjunctive and conjunc-
tive events. The disjunctive probability judgment involved 
evaluating the likelihood of drawing a red marble at least 
once from a bag containing 10% red marbles and 90% 
white marbles given seven independent attempts. The con-
junctive event was the likelihood of drawing a red marble 
seven times from a bag containing the reverse proportion of 
coloured marbles with the same number of attempts. Partici-
pants consistently bet on the conjunctive outcome (which is 
48% likely) rather than the disjunctive one (which is 52% 
likely) even though the disjunctive outcome has a higher 
chance of success [36].

As Yudkowsky says, “The scenario of humanity going 
extinct in the next century is a disjunctive event. It could 
happen as a result of any of the existential risks we already 
know about-or some other cause which none of us foresaw.” 
[8]. This reasoning also applies in the context of the risk 
of losing control of AIs as they become more advanced. 
Assuming many possible but seemingly unlikely events 
could lead to humans losing control over advanced AI, peo-
ple are likely to underestimate the overall likelihood of this 
outcome.

One of the ways humanity could potentially lose control 
is if AGI is developed, as many actors are currently trying 
to do. Even if we assume each one has a very low chance 
of achieving this goal, if there are many of them, overall the 
probability of reaching this outcome is higher, and people 
are likely to underestimate this probability. People might 
fail to recognize reaching AGI as a set of disjunctive events 
in the first place if they only think of the possibility of one 
company reaching this goal.

Information system remedies combining incentives and 
collaboration can effectively reduce conjunction errors in 
probability judgments. A replication of Tversky and Kahn-
eman’s experiment found that mild incentives reduced the 
conjunction error rate from 58 to 33% [35]. The same study 
demonstrated that allowing participants to consult with one 
or two other participants further reduced error rates to 34% 
and 17.2%, respectively. These findings suggest that real-
world work environments and AI decision-making contexts 
could benefit from implementing collaboration practices 
and providing incentives for accurate probability judgments 
to improve capability forecasts and threat models.

Future research could extend our understanding of con-
junction and disjunction biases specifically in AI decision-
making contexts. Studies could examine how people assess 
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decision-making environments with focused, supportive 
research resources (e.g., a research report summarizing the 
key vulnerabilities of a cutting-edge system or on current 
limitations of AI liability laws in regions with top AI labs) 
to prevent contamination from irrelevant sources of infor-
mation. AI safety researchers and teams might benefit from 
implementing processes (e.g., agendas with prepared, key 
information about options to discuss or norms around limit-
ing tangents during decision-oriented discussions) to limit 
how much information is considered and make sure the 
most important details are properly integrated at each step.

Before testing whether contamination effects affect deci-
sion-making in relevant contexts, it might be worth finding 
out which AI decision-making contexts are more likely to 
be prone to contamination effects. This could be done by 
surveying policymakers, developers, and safety researchers 
or anyone who makes decisions relevant to AI safety and 
alignment. Questions could include what types of human 
error most often lead to failures in their experience and 
whether these contexts are associated with more distracting 
information than contexts where there is very little human 
error. It may also be worth asking if risk and task complex-
ity could be reduced, and testing whether less cognitively 
busy contexts or interfaces lead to fewer errors in judgment.

A lab experiment could investigate whether reading 
media articles that cite fictitious versus real examples of AI 
issues and solutions contaminates judgments in a simulated 
AI decision-making task.

It might also be worth testing whether and to what degree 
AI forecasts (including expert forecasts) are influenced by 
anchors, such as the year 2050 in the example provided ear-
lier in this section.

3.7 Confirmation bias

Confirmation bias refers to people’s tendency to seek evi-
dence that aligns with their prior beliefs instead of seeking 
disconfirming evidence, leading to the perpetuation of false 
beliefs. In a seminal paper by Wason [43], participants were 
tasked with finding which relational rule the experimenter 
had in mind based on an initial series of three numbers, 
2-4-6. Participants had the opportunity to test unlimited sets 
of three numbers and find out whether they fit the experi-
menter’s rule before guessing the rule. Only 21% of par-
ticipants correctly stated the rule that the numbers had to be 
in ascending order. Most incorrect guesses were sufficient 
but not necessary, for example, “increasing intervals of two” 
[43, p.132]. This experiment shows that people often fail to 
seek evidence to disconfirm their hypotheses before reach-
ing conclusions, which leads to incomplete or incorrect per-
spectives on issues.

To illustrate this concept, imagine someone being asked 
to judge whether AGI will be developed before 2050. Let’s 
say their answer is ‘no.’ When asked for a more precise 
guess of the year in which they would expect this develop-
ment to happen (if at all), they might answer 2081, whereas 
if they had not been given the year 2050 as an anchor, they 
might have said 2200. If the task involved higher cogni-
tive load or interfering demands, such as mentally rehears-
ing some words while making these judgments, the person 
might adjust even less from 2050 and, say, 2065.

Another type of judgment-irrelevant information that can 
contaminate judgments is fiction [9]. For example, when the 
media cites fictitious examples of existential risk mitigation 
strategies such as Terminator and other productions that 
depict catastrophes caused by advanced AI, this information 
may anchor people’s judgments about real-life situations. 
Yudkowsky calls this the “logical fallacy of generalization 
from fictional evidence” [8].

Biased, harmful decisions are more likely to occur when 
AI researchers and policymakers are under high cognitive 
load while making high-stakes judgment calls.

Both individual and systematic remedies can help prevent 
contamination effects that may impair judgment in high-
stakes AI-related decisions. Information consumer rem-
edies focus on reducing task-irrelevant information to limit 
instances of high cognitive load that impair judgment and 
maintain focus on decision-relevant factors. For instance, 
workers can isolate relevant report sections in a separate 
document before analysing relationships between variables 
and making decision recommendations. Similarly, manag-
ers and directors can request reports or graphs that include 
only specified, key variables from subordinates. These 
approaches could be particularly valuable for AI safety and 
alignment efforts where clear thinking about complex tech-
nical and policy decisions is essential. This could mean that, 
for example, researchers and analysts would benefit from 
separating thinking processes about advancements in differ-
ent types of capabilities (e.g., code autocompletion vs AI 
reasoning) if the two were related to separate decisions.

Information system remedies address contamination 
effects by implementing workflows that separate judgment-
intensive decisions from other cognitively demanding tasks. 
This approach involves creating dedicated decision-making 
environments-for instance, using a separate desktop with 
no other open tabs, activating do not disturb mode, closing 
office doors, and maintaining focused attention throughout 
the decision process without multitasking or task switch-
ing. Such systematic changes are especially important when 
AI researchers and policymakers face high cognitive loads 
while making high-stakes judgment calls. AI safety organi-
zations could identify key decisions (e.g., next steps in stra-
tegic plans or theories of change) and implement structured 
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human lives [46]. When people are scope insensitive, they 
are likely to miss the biggest opportunities for positive 
impact. As Yudkowsky puts it, “The human brain cannot 
release enough neurotransmitters to feel emotion a thousand 
times as strong as the grief of one funeral. A prospective risk 
going from 10,000,000 deaths to 100,000,000 deaths does 
not multiply by ten the strength of our determination to stop 
it. It adds one more zero on paper for our eyes to glaze over, 
an effect so small that one must usually jump several orders 
of magnitude to detect the difference experimentally.” [8, 
p. 16].

Emerging AI technologies can scale rapidly. In the first 
two months following the launch of ChatGPT, it reached 
100 million regular users, which may be the fastest cus-
tomer growth rate ever recorded for a web platform [47]. 
As a consequence, any harms associated with new tech-
nologies, such as the spread of misinformation in the case 
of ChatGPT, will also reach large numbers. Advanced AI 
has the potential to affect very large numbers of lives in 
much more significant ways. The general public may not be 
equipped to understand and integrate the magnitude of these 
upcoming changes and potential risks.

Multiple remedies at both individual and systemic levels 
can help address scope insensitivity in AI safety and gover-
nance decisions. Information consumer remedies focus on 
obtaining accurate estimates of impact and using quantita-
tive tools for analysis. AI safety and governance research-
ers should aim to get precise estimates of the number of 
individuals affected by various decisions and employ quan-
titative tools to analyze and compare options. Systematic 
assessment of expected impact is especially important when 
technical and governance teams evaluate policies or make 
design choices that involve large differences in impact. 
For example, cost-effectiveness analyses can compare 
required resources (e.g., money or time) per expected unit 
of improvement (e.g., life saved) across different AI devel-
opments and safety interventions, enabling more deliberate 
and accurate comparisons.

Information system remedies emphasize organizational 
processes that ensure systematic impact assessment. AI 
organizations and governance teams can improve strategic 
resource allocation by implementing processes that mandate 
systematic assessment of expected impact when evaluating 
policies and making decisions involving large differences 
in scale.

Scope insensitivity is more prevalent in decisions that are 
temporally and psychologically close to the decision-maker 
[48], suggesting that evaluation of impact differences may 
be more accurate for events further in the past and future. 
Addressing potential future issues well before they become 
urgent might be especially useful, given that decision-makers 
might be more rational when crises do not seem imminent. 

If people perceive an inaccurate pattern in AI develop-
ments, they may fail to look for evidence that disconfirms 
the existence of this pattern, and only look for or pay atten-
tion to confirmatory evidence. For example, if people see 
or hear more news about developments in capabilities, they 
may implicitly conclude that less publicized developments 
in other capabilities or safeguards are less significant with-
out seeking evidence to disprove this perspective.

Another example is that a few cases of AI safety failures 
may be misinterpreted as a general pattern that AI is inher-
ently risky or uncontrollable, even if these failures are very 
rare or have been corrected. This could lead to implement-
ing unnecessary precautions that hinder the development 
and adoption of safe and beneficial technologies. See Sect. 
3.1 for a discussion of similar errors in judgment based on 
incomplete information.

People may observe trends in AI developments, such as 
a linear or exponential trend in developments for a given 
period, failing to update their beliefs in the presence of signs 
of bigger patterns such as short periods of rapid growth fol-
lowed by plateaus and setbacks. These inaccurate and self-
reinforcing perceptions could lead to consistently wrong 
predictions and long-term misallocation of resources.

Implementing computer-mediated counterarguments in 
decision support systems is an information system remedy 
for confirmation bias [44]. This approach could be particu-
larly valuable for AI researchers with strong preconceptions 
or policymakers with selective reading behaviors, who may 
see significant improvements in decision quality follow-
ing such systemic interventions. As confirmation bias is 
the result of failing to seek disconfirming evidence, mak-
ing a habit of seeking evidence to update our beliefs and 
getting computer systems to help us do this is valuable. 
Many people within the fields of AI advancements, safety, 
and governance have strong, diverging beliefs about AI, so 
applying evidence-based computer-mediated counterargu-
ments within discussion platforms and in decision-making 
processes related to top priority or high-impact contexts 
(e.g., catastrophic risk assessments and evaluations of miti-
gation approaches) could be particularly beneficial.

3.8 Scope neglect (scope insensitivity)

Scope neglect, or scope insensitivity, is the tendency to 
have similar responses to situations that differ by orders 
of magnitude. For example, participants in an experiment 
were willing to allocate roughly as many resources ($80 vs 
$88) to save many birds (2000) or orders of magnitude more 
(200,000) [45]. When people fail to think through situations 
involving large numbers rationally, they fail to perceive and 
act on large differences. As numbers increase, sensitivity to 
differences tends to decrease, even in the context of saving 
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as a 50% confidence estimate of when the project will be 
completed [53].

In cases where instant, intuitive estimates of timelines 
are required, doubling estimates can be an effective remedy 
because in many cases, actual project duration exceeds esti-
mated timelines within a range of up to two times the origi-
nal estimate. The Clearer Thinking web platform [53] offers 
a free course on the planning fallacy to learn how and when 
to use reference class forecasting and estimate doubling.

Another remedy is to break down tasks into a list of 
ordered sub-tasks, which is especially useful for complex, 
multifaceted tasks [50].

Finally, a recent study suggests that using paper calen-
dars or a mobile calendar with a broader perspective (e.g., 
a whole month visible on the page) while planning leads 
to more effective plan development and completion [54] 
(information consumer remedy).

Further research on which factors affect the planning fal-
lacy, especially in the AI contexts described above, would 
be highly valuable. For example, field research could be 
used to determine whether AI safety and governance teams 
accomplish their work plans according to the initial time-
lines set and which factors affect the need for extensions 
or additional resources. Experimental conditions could also 
be used to test partial remedies such as having contingency 
plans to eliminate nonessential tasks at predetermined time 
points if there is insufficient progress to maximize the 
chances of addressing key priorities in time.

3.10 Restraint bias

People tend to overestimate their own self-control over 
impulses and affective states, such as hunger and fatigue. 
In an experiment on smokers, inflated beliefs about one’s 
impulse control led to more exposure to temptation, which 
led to more smoking [55]. Even when people know that 
a product is addictive or have struggled to stay in control 
when using it, they underestimate the product’s influence 
on their future behaviours. Another example is that people 
often spend more time on screens than they want to [56].

Restraint bias is relevant to safety and alignment because 
AI users, developers, and policymakers might overestimate 
how much control we have in our interactions with AI sys-
tems, which means some forms of loss of control might not 
be perceived immediately or taken seriously enough for 
teams to implement the appropriate safeguards in time or 
for users to fully understand in which contexts the use of AI 
might not align with their goals.

When machine learning algorithms have the goal of opti-
mizing variables, such as user viewing time or ad revenue on 
social media platforms, they can learn to exploit the weak-
nesses of our primitive brains without explicit knowledge 

To provide a concrete example, this could mean securing 
if-then commitments from top AI labs for how to respond to 
possible sets of conditions such as pre-defined, advanced AI 
capabilities associated with potentially catastrophic threat 
models. Several systematic approaches might help miti-
gate the psychological closeness factor that also amplifies 
scope insensitivity: obtaining evaluations from individuals 
not personally involved in target projects before product or 
program launches, conducting post-mortem analyses after 
some time has passed, and excluding people with conflicts 
of interest from decision-making processes.

Future research could investigate whether judgments are 
more scope sensitive when participants are asked to imagine 
a current decision as if the decision were far in the past or 
future or as if they were a distant other making the decision. 
It may also be worth testing whether providing incentives 
improves the quality of reasoning in situations involving 
large differences in numbers of impacted individuals.

3.9 Planning fallacy

The planning fallacy is the tendency to consistently under-
estimate how long it will take to complete tasks and projects 
[49, 50]. People make predictably optimistic evaluations of 
risks and benefits-bold forecasts-which often lead to failures 
[51]. See also Sect. 3.11 and the note on optimism and pes-
simism for related discussions.

People working on AI developments may be prone to 
the planning fallacy. This could be relevant in the context 
of important and time-sensitive outcomes that depend on 
adherence to relatively strict timelines, such as launching a 
product before a competitor.

When teams of AI safety researchers or policymakers 
establish plans for projects, it may be crucial to implement 
risk prevention measures within a certain time frame. They 
may fail to prioritize the most crucial next steps and out-
comes in favour of a more ambitious set of actions if they 
are prone to think that they will be able to complete them all 
in time. Failing to take the most important actions in time 
could lead to unmitigated risks and the incidence of avoid-
able harm.

Multiple information consumer remedies, such as refer-
ence class forecasting [52], can help mitigate the planning 
fallacy in AI safety and governance projects. Reference 
class forecasting is a three-step process that involves identi-
fying a reference class of previous projects that resemble the 
target project, making a probability distribution with at least 
five data points from the reference class, and making an esti-
mate for the duration (or cost) of the target project based on 
this distribution of previous examples. For the last step, the 
median value from the reference class examples can be used 
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in contexts such as following AI use guidelines at work/
school or respecting self-imposed screen time limits, for 
example. Another potentially promising avenue is to provide 
people with data about their self-restraint to test whether 
that allows them to progressively update their beliefs until 
they have a more accurate representation of their restraint 
and the factors that influence it.

Another potentially useful approach to reduce restraint 
bias is to strengthen self-control so that it matches perceived 
self-control. Restraint can be strengthened with implemen-
tation intentions, also known as if-then rules [58]. For 
example, in AI contexts, individuals might establish rules 
like “If I generate content with AI, I will check all the facts 
in the output before integrating it in my work or factoring 
the information into my decisions.”

Understanding the impact of willpower fatigue, the idea 
that willpower is like a ‘muscle’ than can get weaker as we 
use it throughout the day [59, 60], so attempts to engineer 
environments to minimize exposure to temptations may be 
helpful [61]. However, note that this work on “ego deple-
tion” has been attacked in the replication crisis and is con-
troversial [62, 63]. Example ways to engineer environments 
to minimze willpower fatigue in contexts that involve the 
use of convenient new technologies include turning off a 
phone and leaving it in another room during a work day 
instead of simply thinking “I won’t look at my phone during 
the workday”. In contexts specific to AI, this could mean 
blocking access to AI websites when individuals don’t want 
to risk using AI tools inadequately or in ways that violate 
policies around the use of AI (e.g., failing to fact-check).

Self-control limitations and restraint bias affect behav-
iours in ways that are worthy of consideration in the design 
of AI user interfaces and organizational policies (informa-
tion system remedy). In AI safety contexts, the stakes of 
restraint bias are particularly high. Consider an organiza-
tion developing advanced AI systems, where convenience-
driven shortcuts around security protocols could have 
catastrophic consequences. Rather than relying solely on 
individuals’ willpower to consistently choose secure prac-
tices over convenient ones, organizations can implement 
systematic safeguards.

3.11 Calibration and overconfidence

People’s confidence in their knowledge of facts, judgments, 
and estimates is poorly calibrated. Subjective probability 
judgments are systematically overconfident [64, 65]. For 
example, when asked for very high confidence intervals 
(e.g., asking people to give a range for how tall they think 
the Statue of Liberty is such that they are 98% confident that 
the actual height is in that range), people provide ranges that 
are consistently too small [64]. This means that the actual 

of them. People can be in AI-assisted decision-making con-
texts in which they think they have more control than they 
do. For example, recommender algorithms can achieve their 
goal (e.g., maximizing user viewing time or money spent on 
purchases) in ways that aren’t aligned with the user’s origi-
nal intentions or goals.

With the use of more advanced AI, such as cutting-edge 
large language models, people are at risk of overestimating 
their ability to overcome their aversion to doing work or 
making decisions themselves. People are averse to cogni-
tive effort, and an experiment shows that they sometimes 
prefer to trade cognitive effort for physical pain [57]. If a 
user interacts with an AI that recommends investments, 
they might just pick the default choice without doing further 
research to avoid cognitive effort. Due to restraint bias, they 
might think that the AI had less influence over their decision 
than it actually had.

Overestimating one’s own ability to resist an impulse 
leads to exposing oneself to more temptations, which leads 
to less self-control and more associated harms, as illustrated 
with the smoking example above. If a worker overestimates 
their ability to overcome the temptation to use AI-generated 
content without double-checking all the facts, they might be 
more likely to keep the AI nearby and use it more. This cog-
nitive-behavioural pattern leads to more use of AI-generated 
content and less fact-checking, thus more misinformation in 
the work the worker turns in.

People might think that they will do effortful and impor-
tant tasks such as fact-checking, carefully reviewing AI 
recommendations when making decisions, thinking criti-
cally about which AI-generated content to use, checking 
a privacy policy, and taking the necessary precautions to 
avoid inputting sensitive information in systems trained on 
user data. However, if they can save time and energy by 
not doing these things, they are likely to underestimate their 
chances of overcoming their aversion to cognitive effort 
and thus overestimate how much control they have in AI-
assisted decision-making contexts.

Improving the accuracy of people’s representations of 
their self-control could help them understand what level of 
exposure to temptation is appropriate or unlikely to inter-
fere with their goals. Unfortunately, we were not able to find 
remedies for restraint bias. To mitigate the harms of this bias 
and reduce susceptibility to unwanted influence from mis-
aligned AI systems in daily interactions, it may be helpful to 
generally reduce exposure to temptations or situations that 
require restraint.

Future research could test whether being aware of or 
reminded of the existence of this bias reduces it in subse-
quent trials. It would also be helpful to test a consider-the-
opposite remedy where participants are asked to list reasons 
why they might not exhibit as much restraint as they expect 
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existential risks based on how other people are reacting to 
them.

When looking at others and seeing that no one is tak-
ing action, each individual tends to maintain the status quo. 
People might have pluralistic ignorance, meaning they 
might not know, based on their lack of visible reaction, that 
others also perceive the risk. There might also be a diffusion 
of responsibility where it is unclear who is responsible for 
mitigating these risks [8]. The average person might think 
it’s someone else’s problem, when in reality everyone would 
be affected by global catastrophic risks from emerging tech-
nologies and benefit from the implementation of more pre-
ventive safety measures. The bystander effect could explain 
why many people may see a potential for global catastrophic 
risks arising from current and upcoming AI developments, 
yet choose not to do anything.

Information system remedies for the bystander effect 
could counter the diffusion of responsibility that occurs in 
groups by giving individuals a clear understanding that the 
situation depends on them [8]. For example, singling out a 
bystander and asking them to help is an effective strategy. 
Global risk situations differ from controlled experiments in 
that it is much harder to determine who should be in charge 
of taking action for different issues. Those who don’t take 
action might benefit from those who do, but if no one takes 
action or too few actions are taken, no one gets to live in a 
safe world. AI safety systems should give individuals clear 
responsibilities (e.g., clearly defined liability laws outlining 
who pays which costs in different catastrophic risk contexts) 
so that all individuals involved are personally incentivized 
to contribute to outcomes that benefit everyone. Future 
research could confirm whether clearly identifying who is 
responsible for harms in AI development contexts reduces 
risk-taking tendencies or harmful incidents.

To test whether a form of bystander effect is present in 
the general population’s response to AI risk contexts, a sur-
vey study could include questions to assess whether indi-
viduals think cutting-edge AI developments pose large risks 
and whether they think more action is needed to mitigate 
these risks, whether they think others are taking action, 
and whether they are taking action themselves. The main 
hypothesis would be that among those who perceive a high, 
unmitigated risk of catastrophic outcomes this century (>5% 
probability), those who think others are not taking action 
would be least likely to report taking action themselves.

In a follow-up study, participants could be shown sta-
tistics about the average person’s concern for AI risks and 
propensity to action (from the first study), then asked if they 
intend to take any actions from a checklist of options acces-
sible to an average person (e.g., send an email to a political 
representative about AI safety concerns). For more checklist 
items, see the future research suggestions in the priming bias 

value falls within the estimated range much less often than 
the stated confidence predicts (e.g., 68% of the time instead 
of 98%).

In the context of AI, this means that people’s prediction 
models are often too narrow, and they will be more likely 
to fail to appropriately consider outcomes further from the 
middle of the distribution when planning for various out-
comes. For example, the manager or strategic analyst for an 
AI safety research team could have a 98% confidence inter-
val that AI developments will surpass human-level intelli-
gence somewhere within the next five to 100 years. If this 
is an overconfident estimate (as most are), the likelihood 
that the actual occurrence of this event will fall outside the 
stated range (e.g., in 1 year or in 104 years) is more than the 
predicted 2%.

Cognitive training is an information consumer remedy for 
calibration and overconfidence that can also be implemented 
in systems. When participants received feedback on previ-
ous calibration failures, were told about overconfidence in 
previous studies, and received explanations of calibration, 
their responses on subsequent trials were less biased, but 
confidence levels were still far from well-calibrated [64]. 
This type of training could be part of courses or workshops 
for people working in AI. Having well-adjusted views is a 
key part of good judgment, which is needed for high-stakes 
decisions around new technologies. Moreover, warning AI 
decision-makers about this bias could potentially reduce the 
reliance on poorly calibrated individual judgments (e.g., 
overconfident expert estimates of when a given capability 
will exist) relative to more reliable or stronger forms of evi-
dence (e.g., trends in advancements of capabilities based on 
robust third-party evaluations).

Future research could investigate why some people’s 
judgments are much better calibrated than others (e.g., 
superforecasters) and what factors influence calibration and 
prediction accuracy. It may also be worth testing different 
ways of stating probability judgments to determine whether 
some lead to systematically more accurate judgments than 
others.

3.12 Bystander effect (bystander apathy)

When multiple people witness a potential problem, such as 
an unconscious person or smoke entering a closed room, 
each individual is less likely to take action than if just 
one person was witnessing the problem [66]. This is the 
bystander effect or bystander apathy.

People in the general population may notice urgent issues 
or big potential risks and observe other people’s behaviour 
to see whether they seem alerted or disposed to take action. 
They may even doubt the existence of emergencies such as 
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propagation of false or misleading views and unhelpful or 
harmful behaviours, ideally, the early adopters of AI ideas 
would present a critical, evidence-based, and nuanced view 
of AI developments that will steer people towards accu-
rate views and adequate change management responses. In 
AI governance and safety contexts, people might be more 
prone to support popular avenues and efforts, scrutinizing 
popular choices less critically than other options.

Remedies to the bandwagon effect involve strategically 
limiting exposure to information about others’ beliefs or 
judgments in contexts where maintaining the integrity of 
individual perceptions and contributions is key. Generally, 
to reduce instances where people are unduly influenced by 
others’ beliefs and actions, it is best to remove indicators 
of popularity such as removing the option of seeing “likes” 
on social media platforms that have this customizable set-
ting (information consumer and system remedy). It might 
also be helpful to reason through options individually and 
keep a record of this thought process before finding out 
what most other people seem to think. In a team, people 
could read each other’s initial thoughts to assess a wider 
range of potentially less popular but possibly more help-
ful ideas. To provide a concrete example in context, when 
designing a public platform for iterative improvement of 
proposed safety and alignment solutions and research plans, 
removing the ability to see public popularity ratings or other 
reviewers’ comments before offering individual construc-
tive criticism would diminish the chances of bandwagon-
biased judgments. These processes would need to be tested 
to assess their effectiveness as information consumer and 
system remedies.

Future research could also investigate whether a con-
sider-the-opposite paradigm is an effective remedy for the 
bandwagon effect. Participants could be tasked with choos-
ing a side in an AI safety and alignment debate. They could 
also be asked to select a preferred action from a list of possi-
ble solutions to an AI safety concern. In either scenario, the 
options would be accompanied by fabricated information 
about which option is most often chosen by others. If there 
is a bandwagon effect, a follow-up experiment could ask 
participants to list reasons why the options identified as less 
popular might be better or why more people should choose 
them, and then they could undergo a similar decision task 
again (a consider-the-opposite strategy). If the bandwagon 
effect is reduced or eliminated in the follow-up experiment, 
this would suggest that the consider-the-opposite strategy is 
an effective information consumer remedy.

3.14 Priming bias

Priming refers to a set of phenomena where being exposed 
to information leads to associations that can prompt later 

section. A control group of participants could be shown sta-
tistics about AI risks and then respond to the same checklist 
question. If more people in the experimental group check 
boxes (or if the median respondent checks more boxes), 
this could be taken as evidence that seeing other people’s 
concern (pluralistic knowledge) alongside their inaction can 
reduce the bystander effect. This would be an information 
system remedy.

3.13 Bandwagon effect (herd mentality)

Herd instinct is a psychological phenomenon where indi-
viduals in a group adopt attitudes or exhibit behaviours pri-
marily because they perceive those attitudes or behaviours 
to be popular. A recent meta-analysis suggests that band-
wagon cues such as likes on social media posts had a small, 
positive effect on credibility evaluations [67]. There may 
be a bandwagon effect when people’s votes are inherently 
influenced by the popularity of a political party or candidate 
[68]. Stronger peer information (e.g., 88% of people choose 
this option vs lower percentages) leads to a greater likeli-
hood of herding behaviours in the contexts of retirement 
planning and buying disability insurance [69]. Providing 
participants with a warning message about herd influences 
within a decision support system did not reduce bias in this 
financial context.

When prominent public figures lean towards certain 
views on AI developments and alignment, others may fol-
low suit without individual scrutiny or consideration of 
alternative views and approaches. Individuals influenced by 
the herd instinct could have an irrational amount of trust 
or distrust in the trajectory of AI developments. Those who 
take an optimistic view might ignore potential risks and eth-
ical considerations, and those who take a pessimistic view 
might undervalue the benefits and progress in the field. If 
the predominant view in a peer group is that advanced AI 
poses an existential threat, individuals might adopt this view 
uncritically, and in the opposite case, individuals might 
underplay the risks or have a less serious attitude towards 
risk mitigation efforts. Individuals and organizations influ-
enced by the herd instinct may also follow trends or invest 
in popular areas, rather than those substantiated by analy-
ses of strategic importance. This could lead to an inefficient 
allocation of resources, giving too much attention to certain 
areas while neglecting others that might be crucial for AI 
alignment.

To strategically shape the trajectory of the future, it’s rel-
evant to consider that some people are more likely to take 
on new beliefs than others. One example is that late teens 
and early adults are more susceptible to attitude changes 
[70]. If the early adopters of ideas are reached first, those 
ideas become more socially acceptable. To prevent the 
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that could prime people in ways that do not align with their 
values (e.g., removing unwanted ads). Increasing exposure 
to priming information that aligns with personal or organi-
zational goals may mitigate the harms of this bias.

Future research could investigate whether and to what 
degree people can be primed to respond positively or nega-
tively to AI developments. For example, various fake or real 
facts could be presented as news headlines, such as “Experts 
estimate the risk of extinction from advanced AIs to be 1 
in 10 in the coming century.” Variations could have much 
lower odds like 1 in 10,000 instead, or feature a highly posi-
tive outcome such as “cure most known diseases” or “solve 
climate change” (see Sect. 3.2.1 for a related discussion of 
biases affecting probability judgments). With a pre-test and 
post-test design, participants would rate their sentiment on 
AI developments on a seven-point scale from most negative 
to most positive. Other measures could include evaluations 
of trust in the trajectory of AI developments for the next 
century, willingness to invest in current AI developments, 
willingness to donate to an AI safety research institute, or 
the likelihood of advocating for or against specific AI devel-
opments on social media or at work. Specific behavioural 
self-assessment questions could include how likely they 
are to share a specific post with the above headlines or how 
likely they would be to vote for the implementation of a 
specific AI safety policy. See the section on availability 3.1, 
including the availability subsection, for other biases that 
might influence these attitudes and judgments as well as a 
related survey research suggestion.

3.15 Framing

People’s decision-making is biased in favor of positively-
framed situations. For instance, participants presented with 
a hypothetical disease scenario chose a treatment 72% of 
the time when it was framed positively (e.g., to save 200 out 
of 600 lives) compared with only 22% when the same treat-
ment was framed negatively (e.g., 400 deaths out of 600 
people) [79].

AI developments in general could be framed positively 
or negatively. For example, some people could say that AI 
could lead to curing many diseases and improving the qual-
ity of life of billions of people, or they could say that AI 
developments could lead to catastrophic outcomes including 
the extinction of humanity. These framings could accurately 
represent the same situation, assuming that these positive 
and negative outcomes are both plausible. If a probability 
is assigned to each outcome, for example, 33% and 66%, 
people may be more likely to support AI developments if 
they are framed as “A 33% probability of saving millions 
of lives, and a 66% probability of no lives being saved” or 

ideas and goals without conscious awareness through the 
automatic activation of these associated concepts [71, 72]. 
Although the evidence for priming is generally good (e.g., 
for semantically-related words), social priming refers to the 
unconscious influence of social information on behaviours 
and is a controversial idea [73, 74]. There have been some 
unreplicable social priming findings due to statistical noise 
and small sample sizes [74].

Priming effects can be used strategically to improve out-
comes. For example, priming effects are helpful in some 
cases to influence people to choose more active behaviours 
such as taking the stairs instead of the elevator to get to class 
[75]. A field experiment found that people followed rules 
more honestly when an image of eyes gave the impression 
of being watched [76]. This finding could also be classi-
fied as an observer expectancy effect, where people behave 
differently when being watched. A field study found that 
organizational effectiveness and efficiency rose signifi-
cantly when a CEO sent emails containing words related 
to achievement (such as “accomplish”) to all employees 
[77]. When people’s expectations influence outcomes, this 
is also known as expectation bias, and it has been observed 
in various contexts including psychiatric treatments [78]. 
However, more research is needed to fully understand this 
phenomenon and its long-term implications, including 
potential backfire effects (e.g., employee burnout or false 
hope about treatment success).

When people are exposed to (accidentally or intention-
ally) biased reports, the priming of related information can 
influence their opinions about issues and subsequent deci-
sions. For example, if a workplace constantly highlights 
the benefits of innovation in AI discussions, this positive 
association could prime positive attitudes toward new AI 
developments and projects before workers receive sufficient 
context or attempt to make accurate judgments. Conversely, 
if a workplace constantly highlights doomsday predictions 
in AI discussions, they may be primed to have negative 
opinions and oppose new developments based on equally 
limited information. Priming could lead to people underes-
timating or overestimating the risks from advanced AI. The 
type of information people are exposed to could influence 
their willingness to take action on AI safety issues. See the 
availability section for a similar discussion. The main differ-
ence with priming is that general attitudes are influenced by 
unconscious activation of related ideas and behaviour pat-
terns whereas biases that arise from the availability heuristic 
are typically described as affecting explicit judgments based 
on reliably limited memory retrieval patterns.

Priming can only be partly attenuated, but being aware 
of it and how companies can use it to influence behaviour 
can help people understand and mitigate its influence. One 
prevention strategy is to minimize exposure to information 
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3.17 Normalcy bias

People’s priors are adjusted to predict that events will 
unfold as they normally do, even when signs point to other 
possibilities. The tendency to fail to adequately account for 
the likelihood of potential threats is sometimes called the 
normalcy bias, and it leads to irrationally dangerous actions 
or inactions in the face of catastrophic risks [87]. It typi-
cally takes time to update beliefs and take necessary actions 
even when there are strong signals of significant imminent 
threats, such as disaster warnings and evacuation orders 
[88].

People may underestimate how much AI will change their 
lives, predicting no major disruptions based on their past 
experiences. Even people who know about the risks from AI 
may fail to take them seriously. For example, they might fail 
to appropriately prepare for or identify a deepfake spearfish-
ing scam of a family member asking for help, or expecting 
bad things to only happen to other people. They may have 
less consideration or allocate fewer resources than would 
be rational to the possibility of larger-scale disaster as well.

Normalcy may lead to a failure to update beliefs quickly 
as new technologies emerge. If a new AI is particularly 
unsafe or unethical, it may take some time for users to notice 
and for the general public to update their beliefs, even in the 
presence of warning signs. There could be unnecessary and 
avoidable delays in updating risk-benefit analyses and mak-
ing necessary changes in relevant policies, AI systems, or 
human behaviours.

Information system remedies can help counter normalcy 
bias through structured disaster response protocols. Research 
by Omer and Alon [87] suggests a multi-step approach to 
maintain social system continuity and to mitigate harm dur-
ing disasters. The preparation stage involves acknowledg-
ing disaster probabilities and developing clear emergency 
response plans. This is followed by a warning stage that 
requires “timely, repeated, and unambiguous warnings and 
instructions” [87, p. 278]. For a comprehensive understand-
ing of all four proposed disaster response steps, readers can 
consult [87] and [89]. For a discussion of how people tend 
to look to others before responding to warning signs, see 
the bystander effect section. The relationship between nor-
malcy bias and the bystander effect is discussed in another 
section, particularly regarding how people tend to look to 
others before responding to warning signs. AI safety orga-
nizations working on civilizational resilience could develop 
emergency response protocols in collaboration with existing 
efforts between leading AI organizations and governments 
(e.g., if-then commitments outlined in [90]).

“saving 3 out of 9 billion people” compared to equivalent, 
negative framings of the situation.

Specific AI safety interventions can also be framed posi-
tively or negatively. For example, a positive framing for a 
hypothetical AI safety intervention targeting a given popu-
lation would be “A one in three probability of saving every-
one and a two in three probability that no one will be saved’. 
The equivalent negative framing would be “A one in three 
probability that nobody will die and a two in three probabil-
ity that everyone will die,” to closely mirror the probabilis-
tic framing and wording found in Tversky and Kahneman’s 
[79] experiment. Similar framing effects could apply to any 
AI safety intervention aimed at reducing risks or known 
harms.

While we were not able to find remedies for the framing 
effect, strategic message framing can help mitigate poten-
tial harms in different contexts. Research in medical set-
tings suggests that message effectiveness varies by context 
[80]. For illness detection interventions, loss-framed mes-
sages (e.g., “helps avoid X harm”) tend to be more effec-
tive than gain-framed ones (e.g., “helps maintain positive 
outcomes”). Conversely, for illness prevention, gain-framed 
messages (e.g., “increases quality of life”) typically out-
perform loss-framed alternatives (e.g., “decreases risk of X 
harm”). AI safety communications aimed at promoting pre-
ventive alignment measures to reduce risks of catastrophic 
outcomes might be more effective when gain-framed. AI 
safety organizations could test this assumption with A-B 
testing to determine whether the number of interactions with 
gain-framed communications in higher than for loss-framed 
communications (with measures such as likes, shares, dona-
tions, signing up for events, applications to jobs).

To test whether this bias applies to perception and deci-
sion-making around AI developments and safety interven-
tions in the ways outlined above, the suggested message 
framings could be tested in survey experiments.

3.16 Optimism and pessimism

Optimism and pessimism are tendencies to perceive and 
expect irrationally positive and negative outcomes, respec-
tively [81–84]. A quick overview of the literature suggests 
that these biases can exist simultaneously, and there is a lot 
of individual variation and many factors that seem to influ-
ence both of these tendencies, including some mental health 
disorders and cognitive bias modification interventions [85, 
86]; thus, it may not be possible to draw conclusions or 
make recommendations that apply more generally. Highly 
context-dependent considerations are outside the scope of 
this paper. A comprehensive review of which factors give 
rise to optimism or pessimism is still missing, but could be 
helpful to identify context-specific remedies.
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Multiple remedies at both individual and systematic lev-
els can help maintain epistemic health and prevent source 
confusion. Information consumer remedies focus on devel-
oping better information verification practices. People need 
training in source checking and determining source reliabil-
ity. While AI tools like Elicit can help find and summarize 
research papers, users must verify facts in original sources 
due to potential AI misrepresentation. Additional individ-
ual practices include critically assessing research method-
ologies, evaluating evidence quality and quantity, reducing 
consumption of AI-generated content, and normalizing the 
consultation and citation of primary sources.

In AI safety organizations, these norms can be imple-
mented systematically. For example, onboarding and train-
ing processes can teach epistemic source attribution norms, 
and these can also be implemented in decision-making pro-
cesses such as standardized formats for tracking and veri-
fying information presented in reports, presentations, and 
discussions. Moreover, when forecasting AI risk scenarios, 
organizations can implement procedures to track evidence 
of previous developments and failures, enabling verifica-
tion of whether situations occurred in remembered contexts 
or were imagined. These systematic approaches can be 
complemented by broadcast and personal communication 
remedies, such as developing fact-checking algorithms and 
policies.

3.20 Illusion of control

The illusion of control refers to people’s tendency to think 
they have more control over situations than they do [95, 96]. 
This bias has even been observed in situations where out-
comes are determined by chance [97]. This bias is associ-
ated with impaired financial trading performance [98]. For a 
related discussion, see Sect. 3.10.

State-of-the-art AI systems often have a high degree of 
uncertainty and unpredictability, yet people are prone to 
think they can control them more than they actually can. 
Evidence suggests that this bias is worse in stressful and 
competitive environments [98], so AI developers who race 
to develop and release products before competitors may 
have stronger illusions of control. They might think the AI 
systems they work with are more predictable or responsive 
to instructions than they are and fail to undergo sufficient 
evaluations with causal assessments in an appropriate range 
of relevant contexts. The illusion of control could lead to 
overestimating the predictability of an AI system and under-
estimating the risks or potential harms.

Information system remedies can help address the illusion 
of control by developing better understanding of causality 
and scientific methods. An effective approach involves first 
demonstrating to people how their thinking can be fallible, 

3.18 Ostrich effect

People tend to avoid negative information including feed-
back that could be used to contribute to one’s goals [91]. 
Similarly to the normalcy bias (see Sect. 3.17), this can lead 
to neglecting important warning signs.

The general public might ignore bad news and nega-
tive signals about AI developments, including failures and 
potential global catastrophic risks associated with techno-
logical progress in this field. AI developers might ignore 
signs that their project is not as beneficial or less safe than 
expected, leading to worse outcomes. Policymakers or AI 
governance teams may fail to look for or spot gaps in their 
proposed solutions and policies.

Both individual and systematic remedies can help coun-
ter the ostrich effect in organizational contexts. Information 
consumer remedies involve individuals deliberately seek-
ing more feedback and information about factors that could 
negatively impact their goals, even when such information 
might be uncomfortable to confront. Information system 
remedies focus on implementing workplace processes for 
periodic goal progress monitoring and regular feedback 
provision to workers. These approaches could be particu-
larly valuable in AI safety contexts where early awareness 
of potential issues is crucial. Given that individuals cannot 
be trusted to pull the plug on their own projects that appear 
obviously unsafe to external actors, AI safety organizations 
can help develop best practices and regulations so that AI 
labs implement early warning and monitoring systems with 
evaluations of capabilities and protocols for tracking prog-
ress on safety levels.

3.19 Source misattribution (source confusion) bias

Source misattribution or source confusion bias is the ten-
dency to misremember the source of information or knowl-
edge [92]. For example, someone might think they heard a 
piece of information on the news rather than overhearing a 
stranger say it. Repeatedly imagining an event increases the 
chance that people confuse it for an event that really hap-
pened [93].

Source misattribution bias may be getting worse with AI 
because large language models often do not cite sources [94], 
so people might have a false memory of finding information 
from a reliable source (e.g., an academic paper from a trust-
worthy journal) instead of reading it off an AI-generated text 
or fake news article. Some information pools contain a lot of 
misinformation, and since people forget where their memo-
ries came from, verifying facts becomes more important and 
trickier. If information sources are left unchecked, people 
may unknowingly spread misinformation about AI develop-
ments and associated safety/risk information.
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4.1 Information consumer remedies

The list below contains a summary of information con-
sumer remedies, which can be scaled into information 
system remedies. One way to embed consumer remedies 
into decision-making systems is to enforce these remedies 
through policies, guidelines, managerial decisions, and 
instructional documents. Another way to embed remedies in 
wider decision-making structures is to change how informa-
tion is presented or how the user is prompted within digital 
decision-support systems.

When policymakers and AI organizations need to make 
decisions based on predictions or forecasts of how AI is 
expected to develop, a few key biases will likely appear. 
To remedy hindsight bias, anticipate a range of possible, 
unprecedented futures, and keep a foresight record of the 
reasoning behind predictions to review in hindsight. When 
looking back on decisions, list and explain possibilities 
other than the outcome that occurred.

When making decisions based on predictions, generate a 
long list of possible courses of action and solutions to antici-
pated issues before analyzing and selecting the most prom-
ising next steps to avoid missing better opportunities due to 
reliance on the availability heuristic.

When comparing options, use quantitative tools such 
as cost-effectiveness analyses to avoid scope neglect, thus 
preventing the failure to assess different interventions pro-
portionally to their impact. Remove decision-irrelevant 
information from decision-making processes to avoid con-
tamination effects that can worsen biases in decision-mak-
ing. For an example of how this remedy can scale beyond 
the individual level, managers and directors could request to 
remove decision-irrelevant information from recommenda-
tion reports to focus their attention on key, relevant factors 
only.

Maintain good epistemic health and reduce the illusory 
truth effect by avoiding exposure to repeated false or uncer-
tain information about AI. Warn people when the informa-
tion they are about to receive could be misleading (e.g., 
when it is AI-generated or contains unchecked facts about AI 
developments or risks). Remind people to reflect on whether 
information is true before sharing it [17] to decrease the risk 
of relying on false information when making decisions.

To avoid situations where herding bias could lead to fail-
ing to identify important concerns and possible solutions, 
reduce exposure to information about what others are doing 
when possible and make judgments separately before find-
ing out which options are most popular. For example, poli-
cymakers or safety researchers may be less influenced by 
herding if they think through a problem and potential solu-
tions before asking others what they think, looking online, 

then teaching them scientific methods for assessing causal-
ity [99]. This intervention may be particularly valuable for 
policymakers without scientific backgrounds, though it is 
important to note that even scientists remain susceptible 
to the illusion of control, in spite of their training. A key 
complementary practice, supported by multiple researchers 
[8, 100], is to assess the methods used to reach conclusions 
rather than relying solely on the credentials of those making 
claims. AI organizations can administer training programs 
for technical and policy teams to test their assumptions about 
control over AI systems and incentivize the implementation 
of causality checks using scientific research methods.

To test whether the illusion of control affects people’s 
perceptions of control over AI systems as suggested above, 
an experiment could compare subjective ratings of con-
trol of people interacting with AIs with quantifiable levels 
of agency, or randomness if that is easier to implement for 
experimental purposes. For example, people could play 
an online game that involves collaborating with an AI to 
complete a task. There could be an AI that will follow the 
participant’s instructions 100% of the time, 90%, 80%, etc., 
and after a given number of trials or a given timeframe of 
interaction, people could rate how much control they think 
they have over each AI on a scale of 0–10.

One limitation of this design is that it would not account 
for the possibility that the AI is strategically misleading the 
participant, making it seem as though humans control it to 
gain their trust when in reality the AI has full control and is 
waiting for its moment to deviate from the script and achieve 
its goals. Participants who perceive this as a possibility may 
in theory rate their perception of control as lower. Despite 
this possibility, if the subjective control ratings are signifi-
cantly higher than actual control levels, this would be evi-
dence for the illusion of control in human-AI interactions.

4 Conclusion

Human biases can lead to serious errors in judgment that 
could undermine AI safety and alignment efforts. A helpful 
first step to reduce this risk is to incorporate existing rem-
edies into individual and organizational decision-making 
structures. More research on biases, remedies, and how they 
apply in the context of emerging technologies would also 
be beneficial.

The rest of this section contains a summary list of infor-
mation consumer and system remedies as well as a discus-
sion of who can implement them and how. It ends with a 
general summary of the future research directions suggested 
throughout this paper.
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probability of events occurring in conjunction (conjunction 
fallacy) and therefore improve the accuracy of forecasts, 
provide incentives and give workers the opportunity to con-
sult with coworkers on tasks that involve the assessment of 
conjunctive probabilities [35]. To reduce anchoring bias in 
forecasts, provide monetary incentives [38] and ask work-
ers to generate reasons why there is no relationship between 
the anchor (e.g., the year 2050 as an example of when AGI 
could be created) and the target (the year when AGI will be 
created) [40]. See Echterhoff et al. [41] for an example of 
an AI algorithm that reduced anchoring bias in sequential 
decision tasks.

In cases where restraint bias is a concern, for example 
enforcing an AI tool use policy in a workplace, reduce expo-
sure or access to these tools. For example, if workers agree 
to AI use standards and think they will use AI tools respon-
sibly, but track records suggest workers have been leaking 
sensitive information or failing to fact-check AI-generated 
content before use, it may be helpful to avoid recommend-
ing the use of tools that require restraint or block access to 
AI websites or apps.

To reduce the bystander effect, identify who is respon-
sible for handling AI-related damages. Clarify which indi-
viduals are responsible for responding to specific situations 
or contexts. Examples of specified responsibility include 
making organizations and developers responsible for dam-
ages caused by the AI models they create and requesting 
emergency response plans for anticipated risks or potential 
damages. Similarly, to prevent catastrophes that can result 
from ignoring important warning sighs (normalcy bias), 
implement prevention measures, including acknowledging 
the chances of disaster and making emergency response 
plans. Quickly provide clear and repeated danger warnings 
and calls to action in disaster contexts.

To reduce the ostrich effect, periodically monitor prog-
ress on key objectives and ensure that people receive this 
feedback. For example, individuals or teams could update 
a progress tracker every other day and be shown a visual 
representation of how close they are to reaching AI safety 
and alignment milestones.

Information system remedies include debiasing training. 
Providing a causal explanation of false positives to reduce 
base rate neglect [25]. Provide training on black swans for 
any decisions based on forecasting. To reduce clustering 
illusions, provide robust statistical tools to detect correla-
tions. To reduce representativeness biases (including base 
rate neglect, insensitivity to sample size, misconception of 
chance, insensitivity to predictability, the illusion of valid-
ity, and the misconception of regression), provide defini-
tions and examples of each bias. To reduce overconfidence 
and improve calibration, it can be helpful to receive an 
explanation of calibration and the results of studies as well 

or doing research to find out how other organizations have 
handled similar issues.

When planning projects, the planning fallacy can be 
reduced by using reference class forecasting (see Sect. 3.9 
for relevant details). Simply doubling estimates of proj-
ect completion times can be appropriate if short on time. 
Another debiasing strategy is to break tasks down into lists 
of smaller, concrete action items before setting timelines. 
Using a calendar to visualize deadlines and progress over 
time (e.g., a month) can also help.

4.2 Information system remedies

The following list contains information system remedies 
that involve making changes in the structure of information 
systems relevant to decision making. Information consum-
ers could apply them at the individual level as well with 
the right resources. Organizational leaders such as direc-
tors, executives, and managers may be able to implement 
these at an organizational or team level. They could impose 
the use of these remedies in relevant contexts, such as any 
decisions based on how recent developments and upcoming 
technological progress might affect a team or an organiza-
tion’s activities and goals. People working on improving 
institutional decision-making or designing decision support 
systems could also work on incorporating these remedies 
into their projects or tools.

To reduce confirmation bias, the failure to seek disconfir-
matory evidence or weigh it equally, implement computer-
mediated counterarguments in decision support systems. 
See Huang et al. [44] for details. To prevent primacy and 
recency order effects, systematically change the order of 
presented items, especially in the context of important deci-
sions (e.g., names on a ballot or suggested solutions to a 
problem). Implement policies or processes to ensure large 
differences in expected impact across intervention options 
are accounted for to reduce scope insensitivity. For exam-
ple, AI governance teams or organizations involved in AI 
development could make it mandatory to conduct risk-
benefit estimates before approving new AI developments to 
systematically detect potentially large differences in impact 
and compare them against an objective threshold. Because 
scope insensitivity can be increased by psychological and 
temporal proximity [48], remove conflicts of interest and 
consider potential future issues well before they become 
urgent. To reduce errors in judgment of probabilities (e.g., 
how likely is X outcome), use base rates and incorporate 
them into graphs because, as mentioned earlier, visual repre-
sentations of probabilities can reduce base rate neglect [24]. 
As mentioned above, probability judgments are also more 
accurate when people can draw samples from a probability 
distribution [25]. To reduce the tendency to overestimate the 
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can be easily applied in the most relevant and important 
contexts.
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